An electrical network for evaluating monitoring strategies intended for hydraulic pressurized networks
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Abstract: This paper presents a study of similarities between electrical and hydraulic pressurized networks. The primary objective is to examine whether or not it is possible to use electrical laboratory networks measuring voltage to study leak-region detection strategies measuring flow in water-distribution networks. In this paper, the strategy used to compare the networks is error-domain model falsification, a previously developed methodology for data interpretation that combines engineering knowledge with models and data to enhance decision making. Simulation results obtained for a part of the water-supply network from the city of Lausanne are compared with an analogous electric network. The electrical network is simulated using resistors to mimic the pipes. The consequence is that the electrical model is linear. The resistance values are obtained by computing the hydraulic resistance for each pipe, given by the Hazen-Williams equation. The compatibility of the two networks is evaluated through simulations in three ways: (1) comparing flow predictions obtained by simulating several leak scenarios; (2) comparing the expected identifiability (performance) of the two networks; and (3) comparing sensor placement configurations. The analyses show that even though the models have varying characteristics of underlying physical principles (the electrical model is linear while the hydraulic model is non-linear), the results are within generally accepted engineering limits of similarity (10%). This indicates that measurements on electrical laboratory networks have the potential to illustrate the efficiency and adaptability of leak-detection methodologies for full-scale water-supply and other pressurized hydraulic networks. Finally, two electrical laboratory physical networks, including
an electrical model of part of the water network in Lausanne, were constructed and used in case studies to illustrate this adaptability.
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1 Introduction

Fresh water is a key resource in sustainable development. Clean water needs to be preserved and this includes waste prevention. The annual cost of the World’s fresh water supply has been estimated to be 184 billion USD [1]. Approximately 5% of this cost (9.6 billion USD) is the consequence of leakage. This represents an average of 20% of clean water supply. These numbers show that there is a need to improve management of fresh-water supply networks. While efficient monitoring systems for leak detection can enhance knowledge, such systems also require advanced sensor-based diagnostic methodologies in order to realize their potential. Leak detection techniques are usually indirect since measured quantities are used to indirectly infer water loss. Techniques include noise monitoring, pressure monitoring and flow monitoring [2]. The principle of noise monitoring is to capture the noise signal caused by the water flowing through a leak. Other techniques involve measuring variations in the hydraulic state (pressure and flow) due to the presence of a leak. This category can be separated into two groups. The first is transient-based; these techniques use measured transient signals (usually the pressure) to detect leaks [3-7]. The second group is based on the study of steady-state regimes. These techniques can be based on comparisons of measurement with predictions obtained by simulating hydraulic numeric models. Finding predictions corresponding to measurements can be formulated as optimization tasks [8, 9] and by Bayesian inference [10-13]. Weaknesses of these kinds of data-interpretation approaches has been identified by Goulet and Smith [14] and later by Pasquier and Smith [15]. They have shown that approaches such as Bayesian inference and least-square regression may lead to biased identification and prediction with the presence of systematic uncertainties and subsequent unknown correlations, particularly when extrapolating.
Another strategy that can be used to interpret measurement data is model falsification. This principle was first applied to leaks by Robert-Nicoud et al. [16]. Model falsification was developed further by Goulet and Smith [17]; they developed a methodology called error-domain model falsification for infrastructure diagnosis. This methodology was applied to leak-region detection in a preliminary study by Goulet et al. [18] and another study extended this to specific sensor locations [19, 20]. Model falsification typically results in sets of candidate-leak locations that form one or more candidate regions for subsequent investigation using techniques such as acoustic emission.

A challenge associated with developing leak-detection methodologies is that water-distribution networks are difficult to access as they are generally underground. Therefore, monitoring such systems is usually expensive, and once the sensors are installed, moving them to test other sensor configurations is often not feasible. For these reasons, development of a laboratory network is an attractive strategy. However, building hydraulic laboratory networks is costly and working with a network that is complex enough to represent a real network would be arduous. No previous research has been found to address this challenge in combination with an explicit representation of several sources of measurement and modelling uncertainties.

This paper describes a proposal for electrical resistance networks, measuring voltage, that have behavior characteristics which are similar to water distribution networks, measuring flow, and are less complex to build. The paper is a greatly extended version of a previously published conference paper [21]. Through presenting a more extensive range of results, this study goes into much further detail regarding the usefulness of an electrical analogy for water-supply networks. Furthermore, several leak intensities, leak locations and sensor configurations are evaluated for two electrical case studies.

Electrical parallels have already been used by several researchers. Techniques to reduce water distribution networks into a simpler equivalent network have been developed [22, 23]. Oh et al.
[24] reviewed the application of electrical circuits for the analysis of pressure-driven microfluidic networks. Aumeeraly and Sitte [25] used electrical networks to model the flow-rate of micro-channels. However, no work has investigated the range of validity of this analogy in the presence of uncertainty.

Electrical analogies have also been used in fields other than hydraulics. Various systems have been modeled by electrical networks such as DNA structures [26-28], stomata networks [29] and tidal stream power resources [30]. However, no previous research has employed electrical networks to test monitoring strategies, such as leak-detection methodologies in water-supply networks.

This paper compares the behavior of a direct current (DC) electrical network model with a hydraulic network model used for leak-region detection using the error-domain model falsification approach for data interpretation. First, the range of validity of this analogy is evaluated in Section 2. Direct similarities are shown by comparing results obtained from simulations of both models. These models are then used to demonstrate similarities through data interpretation in Section 3. Then, two case studies are presented in Section 4 to illustrate the advantage of constructing electrical laboratory networks (Fig. 1). Ultimately it is shown that electrical networks are viable for use as physical surrogates for hydraulic pressurized networks when designing monitoring strategies.

Fig. 1. Flowchart of this study of the electrical-hydraulic analogy. Relevant sections and figures in this paper are noted on the left.
2 Methodology

In Fig. 1, an outline of this study is presented. The purpose of the study is to show similarities between the behavior of hydraulic and electrical network models and to test and evaluate the diagnostic methodology presented in this paper with electrical case studies. In this section, the analogy between electrical and hydraulic networks is presented. This analogy is then used to build a model of an electrical network based on the model of a hydraulic network. Following this, the principle of model falsification as it is applied to leak-region detection is described.

2.1 Hydraulic/electrical analogy

Fig. 2 illustrates the analogy comparing flow in a pressurized pipe with direct current (DC) through a resistor. The Hazen-Williams relation (left) is an empirical relation:

\[ \Delta H = 10.674C^{-1.852}d^{-4.871}LQ^{1.852} = R_{\text{Hydraulic}}Q^{1.852} \]  

(1)

where

\( \Delta H \) = head loss

\( Q \) = flow

\( d \) = diameter

\( L \) = length

\( C \) = Hazen-Williams roughness coefficient \( C \)

\( R_{\text{Hydraulic}} \) = equivalent hydraulic resistance.

While other approximations are available, this formula is typically used by the majority of commercial software in this field (for example, EPANET).

In the electrical case (right), Ohm’s law states that:

\[ \Delta U = RI \]  

(2)
where

\[ \Delta U = \text{the difference of potential} \]

\[ I = \text{current} \]

\[ R = \text{resistance}. \]

All physical parameters in the Hazen-Williams relation can be combined to form an equivalent hydraulic resistance \( R_{\text{hydraulic}} \). This reveals the resemblance between the Hazen-Williams relation and Ohm’s law; the difference is that Ohm’s law (Eq. 2) is a linear relation while the Hazen-Williams equation (Eq. 1) represents a non-linear relationship (due to the power of the flow, \( Q \)).

Fig. 2. Analogy between flow and head loss and hydraulic resistance in a hydraulic pipe and current, potential drop and resistance in an electrical resistor.

In the two curves in Fig. 3, the evolution of flow obtained using Hazen-Williams equation when varying the diameter (a) and head loss (b) and keeping all other variables constant is shown. This illustrates the non-linearity of the Hazen-Williams relation. However, as long as the minimum and maximum diameter and head loss experienced by the network is within a specific range, the relationship can be approximated to be linear. This means that similarities can be expected between electrical and hydraulic models within a specific range. On these curves, the values specific to the city of Lausanne network studied in this paper are noted (100 and 300 mm for the minimum and maximum diameter and 0.05 and 0.45 m for the minimum and
maximum head loss). Differences are generally less than 10% which is a level that is acceptable for engineering purposes, especially considering the high level of uncertainties, see Section 2.2. A linear approximation for such cases can thus be considered appropriate. A more specific requirement is that leak locations are within the set of candidate leak scenarios that describe the leak region. This is described in more detail in Section 2.2.

In this paper, a laboratory model of a DC electrical network with the same general topology as the water supply network for the City of Lausanne is built (Fig.4). Each pipe in the water network is replaced by a resistor in the electrical network. The value of the electrical resistance is obtained by computing the hydraulic resistance of the corresponding pipe using the Hazen-Williams equation.

Each node of the electrical model is connected to a current sink that removes the appropriate amount of current from the network. The tank is the only input of the network. It is modelled using a constant voltage source. In order to compare the results, values of current loss by way of current sinks are calculated to correspond to the value of the demand for the hydraulic network model. In this paper, the networks do not need to be equipped with back flow control devices that force the flow in any one direction. While this kind of element has not been modelled in this study, such an element could be modeled in an electrical network through use of a diode. This study is limited to flow directions that do not reverse.

Fig. 3. Flow calculated using Hazen-Williams equation with varying pipe diameter (a) and head loss (b).

Fig. 4. Electric-network based on part of the water-distribution network of Lausanne.
2.2 Model falsification

As described in the Introduction, the methodology of model falsification has been presented in refs [16-20] and is summarized in Fig. 5. First, measurements are compared with predictions obtained by simulating several scenarios. Each scenario represents a possible state of the system. A population of scenarios that covers possible behaviors of the system is obtained through combining discrete parameter values describing the identification target. Then, the scenarios that are not compatible with the measurements are eliminated using thresholds determined by a combination of observation and engineering experience. These are called falsified scenarios. Finally, the remaining scenarios, called candidate scenarios, represent system states that explain the measurements within the context of the uncertainties.

Fig. 5. Schema of the falsification process.

This methodology is applied to leak-region detection in water distribution networks. In this case, each scenario corresponds to a set of parameter values that represent characteristics of a leak (location and intensity) and characteristics of the network, such as the level in the tank and the flow entering at the pump. Because a principal parameter of each scenario is the leak, they are called leak scenarios. Leak scenarios are then simulated to obtain predictions of the behavior of the network. Scenario predictions are obtained using steady-state simulations. The assumption is made that the leaks are located at nodes. While this assumption is not always realistic, it is not necessary to add the complexity of leaks occurring at intermediate points of pipes since the data-interpretation goal is to identify leak regions as described in the Introduction.
Another assumption is that there is only one leak occurring at a time. If this methodology is used for continuous monitoring, the hypothesis can be made that two leaks will not appear simultaneously.

Fig. 5 illustrates the error domain model falsification methodology. Measurements ($y$) are compared with predictions ($g(s)$) obtained by simulating each scenario ($s$) with the model ($g(s)$). In order to compare the measurements and predictions, modelling and measurement uncertainties ($u_{model}, u_{meas}$) need to be included, such that:

$$g(s) + u_{model} = y + u_{meas}$$

(3)

where $g(s) = \text{predictions}; y = \text{measurements}; s = \text{scenario}; u_{model} = \text{modelling uncertainty};$ and $u_{meas} = \text{measurement uncertainty.}$

More precisely, for each scenario, the values of measurements are subtracted from the values of predictions:

$$g(s) - y = u_{meas} - u_{model}$$

(4)

where $g(s) = \text{predictions}; y = \text{measurements}; s = \text{scenarios} u_{model} = \text{modelling uncertainty};$ and $u_{meas} = \text{measurement uncertainty.}$

Thresholds ($T_{low}, T_{high}$) are obtained by combining modelling and measurement uncertainty distributions ($u_{model}, u_{meas}$) through Monte Carlo simulations. These distributions are determined from the uncertainty sources described in Section 2.2.1. They are computed at each measurement location by determining 95% bounds of the combined probability function.

If the difference between the measurement and model prediction (i.e., the residual) is not inside the interval defined by the threshold bounds ($T_{low}, T_{high}$), the scenario is falsified. The scenarios that remain after the procedure, the candidate scenarios, are those that could explain the measurement values at all measurement locations. Thus, they are calculated such that:
\[ T_{\text{low}} \leq g(s) - y \leq T_{\text{high}} \] (5)

where \( g(s) \) = predictions; \( y \) = measurements; \( s \) = scenario; and \( [T_{\text{low}}, T_{\text{high}}] \) = lower and upper bound thresholds.

In Fig. 5, a one-sensor example has been presented. For more sensors, the threshold bounds are obtained with a multi-dimensional pdf using the Šidák correction (see [14]) and an AND condition has to be satisfied –residuals at all sensor locations have to be within the threshold bounds in order for given leak scenario to be a candidate leak scenario.

Defining these thresholds is a knowledge intensive task. Evaluating uncertainty values requires extensive engineering experience and knowledge of each uncertainty source (model parameter, model simplifications and measurement uncertainty). The probability of detection of a leak is dependent on the estimation of the uncertainties. The uncertainties are combined to obtain a combined probability distribution function (pdf). The thresholds are fixed on this pdf such that there is a probability of 95% to accept and a 5% probability to reject the correct solution.

Measurement uncertainties are due to the sensor resolution and sensor accuracy. Modelling uncertainties include those due to model simplifications and parameter uncertainties. Model simplifications are the consequence of inevitable hypotheses made during development of the mathematical model. For example, in the electrical network model used for this paper, resistors are assumed to operate without heat dissipation. Such a simplification is common in electronics since the energy lost through heat dissipation often has a negligible effect on performance. Parameter uncertainties are due to errors in the parameter values.

For the first part of this study, to enable comparison of the results, the same model and measurement uncertainties have been chosen for both the electrical and hydraulic networks. In reality, these uncertainties are smaller for the electrical network. Measuring current in an
electrical network is more precise than measuring flow in a hydraulic network, and the error
associated with Ohm’s law is smaller than associated with the Hazen-Williams relation. For the
sensor resolution (measurement uncertainties), a uniform distribution with upper and lower
bounds at ±2% is used. This value is the tolerance given by the constructor of the flowmeters.
For the purpose of comparison, this uncertainty is used in both networks.

For uncertainty due to model simplifications, the assumption is made that the hypotheses used
in the mathematical model leads to a systematic overestimation of the flow. Various factors
could be the source of this overestimation, such as friction and turbulence that occur at bends
and fittings. For this study, this simplification uncertainty is thus estimated to be between -30%
and 5%. The negative bias in this uncertainty is intended to compensate for the overestimation
following Equation (3). Due to a lack of more precise information, an extended uniform
distribution [31] was assumed between these two bounds.

For the hydraulic model, the principal parameters that are uncertain are pipe diameter, pipe
roughness, minor head loss coefficient, node elevation and nodal demand. Frictional losses dues
to roughness and at nodes contribute the most to modelling uncertainty. For the electrical model
the parameters are resistance value and nodal demand. However, for this study case, only the
nodal demand is considered. The influence of the other parameters on the simulation results is
less than 3% when compared with the nodal demand, and therefore, they are neglected. The
influence of the demand is so high that it overcomes the other contributions to the uncertainty.
The distribution of the nodal demand can completely alter the behaviour of the network whereas
the other parameters have a much smaller impact on the output value of the simulation.

The demand at each node (nodal demand) is typically unknown; only the demand of the entire
network (global demand) is known. For the two networks, the nodal demand is modelled using
an exponential distribution with the mean of the distribution that is equal to global demand
divided by the number of nodes. The global nodal demand used is 0.00694 (cubic meters per second for the hydraulic network and the same quantity of Amperes for the electrical network).

### 2.3 Expected identifiability

Expected identifiability is a metric used repeatedly for analysis of the results in this paper. Goulet and Smith [32] first developed the metric to predict the number of candidate models that should be obtained using real measurements. Identifiability is described as a criterion which defines the performance of the identification procedure [32]. In this case, expected identifiability is computed by creating simulated measurements. The process is illustrated in Fig. 6.

**Fig. 6.** Flowchart for defining the expected identifiability metric.

Simulated measurements \((y_s)\) are obtained by randomly taking a model instance \((g(s_i))\) in the initial model set and combining uncertainties \((u_{model} - u_{meas})\) to the predictions:

\[
y_s = g(s_i) + (u_{model} - u_{meas})
\]  

where \(y_s\) = simulated measurement; \(g(s_i)\) = random model instance; \(u_{model}\) = modelling error; and \(u_{meas}\) = measurement error.

Many (500) simulated measurements are tested through error-domain model falsification in the same way as represented in Equations (3-5):

\[
T_{low} \leq g(s) - y_s \leq T_{high}
\]

where \(y_s\) = simulated measurement; \(g(s)\) = random model instance; and \([T_{low}, T_{high}]\) = lower and upper bound thresholds.
For each measurement, the number of candidate models is computed and saved. Results are used to build a cumulative distribution function (CDF) that represents the probabilities to obtain a number of candidate models less than or equal to a specific number (definition of a cumulative distribution function). This CDF is the expected identifiability [32]. It represents the capacity of the system to identify leaks. More specifically, for this work, this CDF is built by testing a large number of simulated leaks on the network. For each leak, the number of candidate scenarios is computed using error-domain model falsification (Eq. 6, 7). Then the cumulative distribution is computed.

This measure indicates the performance of the diagnosis for a given sensor configuration. For example, this metric indicates the maximum number of candidate models that are expected for a given probability. A lower number of candidate models for a given probability indicates a better diagnostic performance than a higher number of candidate models. The ideal performance is to have a 100% probability to obtain one candidate model that is able to explain the measurements at a 95% reliability of identification. In this case, the system is unambiguously identified.

2.4 Sensor placement

The sensor placement strategy used in this paper was adapted from the one proposed by Goulet and Smith [32]. For each sensor configuration the expected identifiability is computed for a 95% probability, and the sensor configuration selected as the best one is the configuration with the smallest number of expected candidate models. To reduce the number of solutions to test, they associated this strategy with a forward greedy algorithm where the objective function was the expected identifiability.

The first step is to find the best location for one sensor. All potential sensor locations are tested. According to the objective function, the best one is chosen. Once the location for one sensor
has been chosen, the second step is to search all potential locations for the second sensor. The principle of a greedy algorithm is to limit the search domain by considering that the solution found previously for one sensor is part of the solution for two sensors. This reduces the search for the locations of the second sensor. This process is repeated to find the optimal configuration for the desired number of sensors.

The number of combinations tested with a greedy algorithm is \(N + (N-1) + (N-2) + \ldots + 1\). Therefore, using a greedy algorithm reduces the number of combinations to test from \(2^N\) to \(N(N+1)/2\). While the solution which is found may not be a global optimum, this algorithm has been found to provide results that are not significantly different from the global optimum in practical cases [18].

### 3 Hydraulic/electrical comparison

This section compares the behavior of the electric and the hydraulic networks to evaluate whether or not the analogy will suffice for the purposes outlined in this work. First, predictions obtained by simulating leak scenarios are studied in order to directly compare the behavior of the two models. Then, the two models are compared through model falsification by looking at the performance of the identification procedure. Finally, a sensor placement study is carried out to ensure that both models lead to sensor configurations with similar performance. For all of these results, the hydraulic network has been modelled and simulated using the software, Epanet. The software, Simulink, has been used for the electric network.

**Fig. 7.** Comparison of predicted values obtained by simulating leak scenarios at three sensor locations.
to the individual leak scenarios. The vertical axes display the flow in cubic meters per second
for the hydraulic model and the current in Amperes for the electric model. The sensor values
for each scenario are joined by lines in order to increase clarity (though they have no physical
meaning).

Differences between the two data-plots are evident when looking directly at the magnitude of
the values obtained for each scenario. However, by observing the data together (the shape of
the data-plot), the two plots are comparable. Peaks and valleys are obtained for the same leak
scenarios. This shows that, although the electric model is linear and the hydraulic model is non-
linear, the behavior of the two models is similar. While it is encouraging that the electric and
hydraulic models have such similar behavior, the aim of this study is to show similarity
throughout the process of model falsification to identify sets of candidate models and,
subsequently, critical regions for local inspection. This similarity is studied in the following
section.

3.1 Model falsification comparison

The hydraulic and electric models have both been used for leak/loss detection using model
falsification (Eq. 5). Fig. 8 shows four examples of leak-region detection in the electrical (left
column) and hydraulic (right column) networks. For each example, the same leak (position an
intensity (125 l/min or 0.002083 m³/s flow and 0.002083 A current) is studied through the
electrical and hydraulic models. Each leak position is displayed by four arrows. The sensor
positions are represented by black squares, the demand nodes are indicated by white circles and
the pipes by grey lines. The black dots show positions of candidate leak scenarios. The voltage
source and tank is designated on each subfigure for the electrical and hydraulic networks,
respectively.
The areas defined by the candidate leak scenarios, termed “leak regions,” are similar for the four examples differing only by a few nodes. This implies that electrical networks can be used to perform leak-region detection for hydraulic networks, regardless of the leak location.

Fig. 8. Comparison of leak-region detection results using simulations of the electrical (left, Eq. 2) and hydraulic (right, Eq. 1) networks for four leak locations.

The analysis of the candidate scenarios obtained for simulation of each of the 94 leak locations shows that, on average, 85 percent of candidate scenarios obtained using the hydraulic model are identical to those obtained using the electric model. For each case, the number of candidate leak scenarios that are found, either with only the electric model or with only the hydraulic model, is calculated. On average there are only seven scenarios that differ when comparing the electric and hydraulic model behaviors through model falsification.

Fig. 9. Comparison of the evolution of expected identifiability (Fig. 6) with simulations of four cases of leak intensity noted in the figure as circled numbers.

In Fig. 9, a comparison of the expected identifiability across varying degrees of leak intensity is displayed. The probability is displayed on the vertical axis, and the number of expected candidate scenarios is shown on the horizontal axis. The black curves represent the electrical model while the hydraulic model results are marked by grey curves. The leak intensities for each set of curves are marked on the plot.

The results in Fig. 9 indicate that the leak intensity has little influence on the behavior trends through model falsification, particularly for low numbers of candidate models. In the four cases, the curves follow the same shape, and the decrease in performance from the hydraulic network to the electrical network is generally less than 10% for the same leak intensity. Curves diverge...
when the number of candidate models increases beyond approximately 40% of the number of models in the initial model set. Most measurement systems are configured to do better than this. Also, for all four scenarios, the difference is not significant (the difference in performance between both the electrical and hydraulic models does not increase or decrease when the leak intensity changes). This implies that electrical networks can be used for leak-region detection in hydraulic networks for a range of leak intensities.

### 3.2 Sensor placement comparison

A sensor placement study has been carried out using the hydraulic and electrical models. A greedy algorithm with the objective function set to increase the expected identifiability for a probability of 95% was used [18]. A greedy algorithm sequentially selects the sensor location that best satisfies the objective function without putting into question previous selected positions. At each step of the greedy algorithm, expected identifiability is calculated for all sensor location alternatives for a 95% probability. The solution with the best results (i.e. the highest expected number of falsified models) is selected.

![Fig. 10. Comparison of the curve that gives the relation between the expected number of falsified leak scenarios (obtained through simulations with a probability of 95%) (Eq. 5) and the number of measurements used.](image)

In Fig. 10, the comparison of the sensor placement results for the electrical and hydraulic networks is presented. On the vertical axis, the expected number of falsified leak scenarios is represented, and the number of measurement locations is displayed on the horizontal axis. The black points represent the electrical model, while the grey points represent the hydraulic model. Each point represents the expected performance for a number of measurement locations, given the expected number of leak scenarios for a probability of 95%. 

Fig. 11. Sensor placement results using simulation with a greedy algorithm for 15 and five sensors.

Fig. 11 illustrates the sensor configurations obtained for two cases: (1) with 15 measurements (top); and (2) with five measurements (bottom). The positions of the measurements are given by black squares for the electrical model and white stars for the hydraulic model. The sensor configurations are not identical. Small differences in performance may have an influence on the sensors chosen in this process. In a greedy sensor placement, the selection of a sensor location at a given step is dependent on the sensor locations obtained at all previous steps in the process. For this reason, if the small differences between the electrical and hydraulic models cause the algorithm to select a different sensor in the first step of the process, then the greedy algorithm can lead to varying solutions. However, the performance of the two sensor configurations remains similar, as described next.

(a)      (b)

Fig. 12. Comparison of expected identifiability (Fig. 6) using simulations of the electrical and hydraulic networks with the 15 sensor configuration obtained using the Greedy algorithm for a) the electrical model and b) the hydraulic model.

Fig. 12 illustrates a comparison of the expected identifiability for the hydraulic and electrical networks with a configuration of 15 sensors obtained using the Greedy algorithm with (a) the electrical network and (b) the hydraulic network as a starting point. The vertical axis displays the probability, and the horizontal axis displays the expected number of candidate leak scenarios considering all leak scenarios (50-125 l/min - 376 leak scenarios).

These results show that the performance of the diagnosis using the hydraulic model is adequate even if the sensor configuration is obtained using the electrical network model and vice versa.
Figure 12 shows that the difference of performance, in terms of expected number of candidate models, is small regardless of which network is used for the sensor placement.

All findings indicate that low-cost electrical laboratory networks can be built and used to test sensor placement strategies and leak-region detection performance for a range of water distribution networks. Differences are less than 10%, which is acceptable in engineering contexts.

# 4 Electrical case studies

In this section, two case studies are presented in order to illustrate the efficacy of using physical (not simulated) electrical networks to represent water-distribution networks and, within the context previous work [16-20], to further demonstrate the potential for using error-domain model falsification for leak-region detection. The goal in the previous section was to compare the behavior of the two simulation models. In order to be able to compare the results, the same uncertainties were used in both cases. Therefore, the uncertainties have been over estimated for the electrical network. In this section, physical electrical networks are employed, and true uncertainty values have been used for the electrical networks. In both case studies, the leak measure used is the difference of potential associated with the resistor.

## 4.1 City of Lausanne

The first case study is based on a physical electrical network similar to part of the network of the city of Lausanne, see Fig. 4. The network is supplied with a continuous voltage source with potential of 18V. In order to simulate the demand, some nodes were connected through resistors to ground. Leaks are simulated in the same way.
4.1.1 Uncertainty estimation

The uncertainty due to model simplification is estimated by comparing measurements and predictions for each resistor. This was achieved for the undisturbed network (no leaks). Fig. 13 (a) shows the results of a comparison between measurements and predictions for each resistor in a network with no leaks. The vertical axis is the relative error between measurements and predictions and the horizontal axis shows resistors labels. The results indicate that the relative error is between -5% and +5% in all cases. Fig. 13 (b) shows a comparison between laboratory measurements on the physical electrical network and simulation predictions through a histogram. In order to simplify, the uncertainty is taken to be a uniform distribution between -4.5% and +5%. In this plot, a small bias associated with the model simplification uncertainty is revealed. Such a bias is to be expected since there are often many sources of systematic modelling uncertainties due to inevitable modelling assumptions.

The secondary parameters are the uncertainties associated with the resistor values. The resistors of the E96 series that were used have a standard uncertainty of +/- 1%. The measurement uncertainty is thus evaluated as +/- 1%.

![Fig. 13.](image) Relative error between measurements of the physical electrical network and predictions for each sensor.

4.1.2 Sensor placement

Sensor placement was carried out using a greedy algorithm (see Section 2.4), with the optimization objective to maximize the expected identifiability. The sensor placement study was carried out using prior knowledge of the demand in this case. In reality, this is not possible;
the sensors have to perform in a range of demand conditions. In hydraulic full-scale cases,
sensor placement is determined with a general shape for demand, such as the exponential law.
The relationship between the expected numbers of falsified leak scenarios and the number of
measurements for the electrical network of the city of Lausanne is shown in Fig. 14.

**Fig. 14.** Sensor placement curve giving the relation between the expected numbers of falsified leak scenarios
(simulations with a probability of 95%) (Eq. 5) and the number of measurements used.

The number of measurements used is displayed on the horizontal axis while the expected
number of falsified models as a percentage of the total number of models in the initial model
set is displayed on the vertical axis. The sensor placement curve shows that, for this case study,
the performance increases significantly from one to four sensors.

Two sensor configurations are tested in this study: first, a configuration with three sensors, and
second, a configuration with six sensors. Fig. 15 shows the performance for a current loss of
0.002 mA. The number of candidate leak scenarios is displayed on the horizontal axis while the
cumulative probability (the probability that the value of a random variable falls within a
specified range) for each sensor configuration is displayed on the vertical axis. The results show
that the performance is good in both cases. The expected identifiability shows that the
performance is much better when uncertainties are reduced; three sensors perform almost as
well as six sensors. These results are based on simulated measurements. An examination of the
performance using real measurements is carried out next.

**Fig. 15.** Expected identifiability (Fig. 6) for simulations of three and six sensor configurations, for a current loss
of 0.002 mA.
4.1.3 Leak-region detection

For this case study, the leak detection (current loss) is carried out at several locations through application of error-domain model falsification. The results are given for the two sensor configurations presented in Section 4.1.2. Fig. 16 shows the leak (current loss) detection results for four leak locations and two sensor configurations (three sensors (left column) and six sensors (right column)). These results are not numerical simulations; real measurements have been carried out in the laboratory on the physical electrical network. Each leak position is displayed by four arrows. The sensor positions are represented by black squares, the demand nodes are represented by white circles and the pipes by grey lines. The black dots show positions of candidate leak scenarios. Ground and voltage source are designated on each subfigure.

The results show that when the parameters of the network are controlled and well known, the leak-region detection can be accurate. In addition, a high number of sensor is not necessary. In the first two cases (top two rows), the number of candidate models is reduced to three (first case) and one (second case) using only three sensors. The third and fourth leaks (bottom two rows) illustrate the case where adding more sensors helps to falsify outlier candidates (on the left part of the network) in addition to reducing the size of the leak region.

Fig. 16. Leak-region detection for measurements on physical electrical networks having four leak locations and two sensor configurations for a current loss of 0.002 mA.

The results of this case study illustrate that error domain model falsification can be successfully used for leak-region detection when uncertainties are reduced. When the nodal demands are well known, the model is more precise and this results in better predictions.
4.2 10 x 10 square network

The second electrical case study is based on a square network made up of 100 junctions (10x10) and 180 10KΩ resistors (Fig. 17). The network is supplied with a 12 V continuous voltage source shown in the bottom left corner. Three leak locations are studied on this network (marked by four arrows in the figure). The leak is modelled with a variable resistor (potentiometer). For this case study the demand is fixed at zero; there is no output other than the leak. This can be representative of a network in a residential area where the lowest consumption is near zero due to small use of water during the night.

Fig. 17. Illustration of the 10x10 square electrical network.

4.2.1 Uncertainty

The uncertainties are the same as in the laboratory network for the city of Lausanne (described in the previous sections). The uncertainty due to model simplifications is a uniform distribution between -4.5% and +5%. The resolution of the sensors is estimated at +/- 1%, and the uncertainty of the resistance values is estimated at +/- 1%.

4.2.2 Sensor placement

Sensor placement was carried out using a greedy algorithm as described in Section 2.4, with the optimization objective to maximize the expected identifiability and a current loss of 0.3 mA. The relation between the expected numbers of falsified models obtained through simulations (Eq. 5) and the numbers of measurements (Fig. 18) shows the percentage of falsified models for a 95% probability for up to ten sensors. On the horizontal axis the number of measurements (sensors from one to ten) is designated, and on the vertical axis the corresponding expected
number of falsified models is displayed. These results demonstrate that, in the case where the uncertainty related to the demand is nonexistent, the identification performance is sufficient (90%) with just four sensors.

Fig. 18. Sensor placement curve giving the relation between the expected numbers of falsified models obtained through simulations (Eq. 5) and the number of measurements.

Fig. 19. Simulation results revealing the expected number of candidate models as a function of the leak intensity and the number of measurements for a 95% probability (left) and a 75% probability (right).

Fig. 19 shows the expected number of candidate models for a probability of 95% (left) and 75% (right) for three leak intensities (0.1, 0.3, 0.5 mA) and for one to ten measurements. These intensities correspond to real leak intensities of 6, 18 and 30 l/min in a pipe of 120mm diameter that is 155m long having Hazen-Williams roughness coefficient of 100. Results show that the performance of the identification decreases (more candidate models) with decreasing leak intensity. For a leak intensity of 0.3 and 0.5 mA, the performance is good even for a small number of measurements. For a leak intensity of 0.1 mA the performance decreases rapidly from three to one sensors.

This reveals upper bounds of leak-region detection performance for sensor configurations of full-scale water distribution networks. These bounds are important for decision making such as selecting the number and positions of sensors in a network.

4.2.3 Leak-region detection

For this case study, the leak (current loss) detection is achieved for two leak intensities: 0.3 mA and 0.5 mA using error-domain model falsification. These leaks are tested at three different locations on the network. Some of the results are given in Fig. 20. Each leak is represented by
the four arrows. Each demand node is designated by a white circle, while the pipes are designated by the black links between the demand nodes. The sensors are designated by black squares, and the candidate leak scenarios are designated by black dots. Ground and voltage source are also designated on each subfigure. The results show that the identification of the leak region improves with the magnitude of the leak intensity since there are lower numbers of candidate leak scenarios.

These results can be compared to the expected number of candidate models that have been obtained with simulated measurements. Fig. 21 shows this comparison for leak intensities of 0.3 mA (left) and 0.5 mA (right) and for one to ten measurements. The darkest grey bars designate the expected number of candidate models for a probability of 95%. For a leak intensity of 0.5 mA, the number of candidate models is closer to the expected number than for the 0.3 mA leak intensity for the first two leak cases. For the third leak case, with one sensor, the results are worse than the expected values based on simulations. Leak 3 cases of 6, 3 and one measurement(s) with 0.3 mA leak intensity are distant from the expected number of candidate models. Nevertheless, these results indicate that for the majority of leak cases, the experimental results are in line with the simulations.

This study illustrates through three leak examples how the identification performance increases when the leak intensity and number of sensors increase. The behavior obtained through experiments confirms the expected identifiability predicted with simulated measurements.

Fig. 20. Leak-region detection results for sensor measurements and leaks in the physical 10x10 electrical network.
Fig. 21. Comparison between results obtained with measurements on the physical network and expected identifiability obtained through simulations (Fig. 6).

5 Conclusions

Determination of appropriate analogies of complex systems is dependent upon the data interpretation strategy that is used for performance assessment. In this paper the data-interpretation strategy assumed is error-domain model falsification, a previously-proposed methodology that combines engineering knowledge with models and data to enhance decision making.

Analyses of the results lead to the following conclusions.

Low-cost electrical laboratory networks can be built and used to test sensor placement strategies and leak-region detection performance for a range of water distribution networks, provided that pipe diameters and head losses are within a range where the linear approximation is within 10% of the non-linear behavior.

Electrical networks provide a physical test-bed that is complementary to numerical simulations, thereby allowing engineers to base decisions on combinations of simulations and measurements.

Leak-detection performance may be significantly improved when demand uncertainty is reduced.

Studies of physical electrical resistance networks reveal upper bounds of leak-region detection performance for sensor configurations of full-scale water distribution networks. These bounds are important for decision making such as selecting the number and positions of sensors in a
network. For example, even if it is possible to reduce uncertainties to very low values in a full-scale network, performance will never be better than that reflected by tests on an electrical network.
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